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ABSTRACT 

The primary goal of data mining is to organize data into meaningful clusters using several clustering 

algorithms. The DBSCAN algorithm, which may be used for a variety of applications, is the most 

effective of the numerous clustering techniques. This technique is a high-quality density-based method 

with various advantages, including the ability to identify arbitrarily shaped clusters, and the ability to 

identify outliers and ignore them before clustering. Epsilon (Eps) and a minimal number of points 

(MinPts) are the two key input factors that have a significant impact on clustering performance. To 

overcome this problem, the K-distance graph approach is used to automatically choose Eps and 

MinPts, and spatial access methods are used to speed up neighbourhood calculation for each data 

point. The suggested new technique makes use of the spatial access method and the k-distance graph 

method to improve scalability and accelerate the execution process. The results of the experiments 

clearly show that combining the K-Distance tree method with the DBSCAN algorithm is efficient in 

terms of all metrics and can cluster both high and low dimensional data effectively. 

Keywords: DBSCAN, Outlier detection, Speed Optimization, Nearest Neighbour Search 

1. INTRODUCTION 

Clustering and classification are two fundamental data mining techniques for evaluating patterns and 

structure in a database [29]. The clustering technique separates data objects depending on the degree 

of similarity between two mutual data elements. This clustering partition is accomplished by splitting 

a group of items into subsets of similar objects, which are referred to as clusters; however, the objects 

within each cluster are similar to those within it and distinct from that outside. Hierarchical based 

algorithms, spectral algorithms [24], grid-based algorithms [23], density-based algorithms [33], and 

partition-based algorithms [13] are the four primary kinds of clustering algorithms. These methods 

differ in characteristics such as (i) the algorithm or procedures utilized to compute the similarity index 

(within and between clusters) and (ii) finding the appropriate threshold for recognizing and grouping 

cluster elements. (iii) The technique used to categorize the items into one or more clusters of varying 

degrees [34]. As a result, the aggregated structure is used, and the objects may be successfully 

retrieved. Many applications, such as image segmentation, web data mining, and information retrieval, 

utilize this clustering technique. 

Data mining requires the partitioning of data into meaningful clusters. Because the success rate is 

determined by the algorithm used, Density-Based Spatial Grouping of Applications with Noise 

(DBSCAN) has emerged as a popular method for clustering low and high-dimensional data. The 

problem of calculating the neighbourhood for each data object is a time-consuming operation that is 

addressed in this approach by applying spatial access methods [14]. DBSCAN's performance for 

clustering high-dimensional data has to be enhanced so that large datasets can be clustered in a short 

amount of time. The downside of this algorithm is its time complexity and execution time. Thus to 

overcome this issue a modern cross breed calculation utilizing a K-Distance graph is utilized together 

with the DBSCAN calculation [20]. Hence the programmed determination of Eps and Minpts will 

increment the speed of the clustering handle. The looking time required to create clusters can be 
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decreased by utilizing the KD-Tree calculation. Hence our proposed unused calculation can decrease 

the neighbourhood look time so that the general clustering time is decreased.  

2. LITERATUREREVIEW 

The time complexity issue seen in the DBSCAN algorithm is solved by many researchers and it is 

broadly classified as a sampling and space partitioning method which can minimize the number of 

core points (pruning).The variation of DBSCAN includes SDBSCAN and Rough-DBSCAN. In all 

these techniques, a trade-off between sampling rates and speed of execution exists. That is, low 

sampling rates reduce the execution time requirement but will degrade the clustering performance in 

terms of accuracy[1]. 

FDBSCAN and IDBSCAN have been used as a clever middle detection approach which reduces the 

processing time [2]. Generally, the sampling approach is mixed with the middle factor detection 

approach to enhance the processing time [4].SPARROW [35] approach is used to lessen the number of 

middle factors. The border factors have been frequently recognized as outliers or noise. 

Many parallel methods have been implemented along with DBSCAN and are presented in [7] which 

reduces the execution time but the final output obtained is not satisfactory. In the partition-based 

method, each partition is recognized at a pre-processing stage but it involves a tedious process for 

determining the correct parameters for input [21].  

I-DBSCAN is a new algorithm which makes use of two kinds of prototypes like coarser level and finer 

level. The processing time is reduced in coarser level and finer level helps to increase the deviated 

result [31]. 

MEDBSCAN [15] makes use of a novel parameter known as MDV (Maximum Distance Value) along 

with the query region to identify those objects which fall in between the MDV value and the range of 

epsilon neighbourhood. This parameter reduces the number of region queries and the processing time. 

Many space partitioning algorithms have been proposed like CLARINS [32], K-Means simple one-

pass clustering [16],and Space indexing technique like R-tree or X-tree is used for retrieving the 

objects neighbours faster than normal methods. 

FDBSCAN [35] algorithm is a combination of two different algorithms for the selection of 

representative objects from the neighbourhood. A MANET network faces a lot of issues and 

challenges. To ensure the correct transmission and delivery of the data packets the network is divided 

into number of clusters. Density based clustering algorithm is used. Security is another great 

challenge. To ensure that the transmitted data is secure, a cryptographic technique is incorporated into 

the network [25-28,30]. 

Hencil JPeter and A, Antonysamy [12] proposed a new ODBSCAN algorithm which is a combination 

of FDBSCAN and MEDBSCAN. It works by selecting only four representative points for the 

expansion of clusters.  

3. DBSCAN: AN OVERVIEW 

In this algorithm, the dense regions are identified by measuring the data objects that are very close to 

the given point. The points closer to each other are grouped using distance function. This algorithm 

can also identify the outliers or noise, the points in the low-density regions are identified as noise [3], 

Patterns are identified and the relationships between data objects are also predicted. 

 ParameterEstimation 

The success of an algorithm depends on the right parameters and the values assigned to them.This 

DBSCAN algorithm require two main parameters such as Eps and MinPts. 

Eps: The parameter Eps(epsilon) denotes the radius of the neighbourhood around the point  The Eps 

value to be chosen must be based on the distance of the data object (here K-Distance tree method) is 

used to find out the Eps value. It should neither be too small nor too high 
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MinPoints: The minimum number of points needed to form a dense region is denoted by MinPoints. 

To set the MinPts parameter as 5 at least 5 points are needed to form a dense region. The assumed 

MinPts based on the number of dimensions (D) must be greater than D+1 [Minpts> D+1]. By default, 

the minimum value assigned to the Minpts is 3, but according to the size of the dataset the values 

should be chosen. It denotes the number of neighbours within the Eps radius [10]. 

For example: By assigning any point x in the dataset, the core points are marked as points that are 

greater than or equal to MinPts and Border points are those which are less than Minpts and which are 

equal to X are those core points Z are epsilon neighborhood of x. if the point is neither in core nor a 

border point then it is treated as a noise point or an outlier [20]. 

 
Figure 1: a.Clustering Point b.DBSCAN Clustering Process 

The figure 1 illustrates the different types of clustered points (core, border and outlier) available using 

MinPts = 6. 

Here x is a core (centre) point because neighbours_epsilon(x) = 6, y is a border point because 

neighbours_epsilon(y) <MinPts, but it belongs to the epsilon-neighbourhood of the core point x.Atlast 

the outlier point is z. 

The three main terminologies commonly used in DBSCAN algorithm are: 

A group of density connected points is known as density-based cluster. The process of identifying the 

density connected points is performed by using the algorithm is shown in figure 2. 

 
Figure 2: Algorithm of Density-based Clustering 

Pseudocode of the DBSCAN algorithm is given in figure 3. 
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Figure 3: Pseudocode of traditional DBSCAN algorithm 

 Merits of DBSCAN 

 No prior knowledge of the number of cluster is required. 

 This algorithm can find out clusters on arbitrary shape, even if it not completely surrounded by a 

different cluster. The problem of single link effect is performed using Minpts parameter, which is 

assigned and being connected to different clusters through at h in line of points [19]. 

 The Identification of outliers improves its Performance. 

 DBSCAN algorithm is not sensitive in ordering the data points in the database it requires only two 

main parameters like Eps and Minpts only [21]. 

 DBSCAN is intended for use with huge databases that can speed up region queries using an R* tree 

[9]. 

 The parameters Minpts and ε(Eps) can be set only by a domain expert, who has understood the data 

very clearly. 

 Demerits of DBSCAN 

 DBSCAN is not completely deterministic [8]. 

 The distance measure dist (ε) used in DBSCAN helps to achieve good quality of result. The default 

distance metric used is Euclidean distance, but for high dimensional data this function is almost useless 

and this problem is called as “Curse of Dimensionality” hence it is very difficult to identify the value of Eps in 

case of high dimensional data [5]. 

 When the difference in the densities is larger than DBSCAN cannot cluster datasets and choosing 

MinPts and Eps cannot be done appropriately [11]. 

 Choosing a meaningful distance threshold ε is very difficult if the data and scale are not clearly 

understood [18]. 

4. PROPOSED METHODOLOGY 

 K-Distance Tree based DBSCAN (KDTDBSCAN) 

 The above mentioned two problems can be solved by identifying Epsilon and Minpts value 

automatically using KD-tree algorithm. The search complexity is also reduced in KD-tree algorithm. 

KD-Tree method performs segmentation of data structure by arranging the points in k- dimensional 

matrix space. KD tree can be used in situation of having to use multi-dimensional key, if there are two 

nodes and k-dimensional point and it is called as binary tree. The non-leaf node is considered as a 

splitting hyperplane which can divide the search space into right and left subspaces [17]. The algorithm 

for balanced KD- tree for the list of n given points is given in figure 4. 
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Figure 4:KD-TreeAlgorithm 

 

Figure 5: Search Algorithm using KD-Tree 

Usually we use Nearest Neighbour (NN) algorithm to estimate the points nearer to the given point. The 

searching through nearest neighbour using KD-Tree is given in figure 5 which can search very large 

datasets. Epsilon and MinPts parameters can be automatically detected using K-distance graph.  

Variable d is assigned to the distance of a point P. The d-neighbourhood contains K+1 points, if there 

are many points that has exactly the same distance d from p. Changing the value of point k with in a 

cluster group will not change the value of d. This is because of Kth nearest neighbours of p for k. 

Generally K is allocated with 1, 2, 3 and so on, so that, it approximately lies on a straight line. 
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Figure 6: Pseudocode of Proposed KDTDBSCAN Algorithm 
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K-distance function performs mapping of each point to the distance d from its kth nearest neighbour. 

Descending order of K-distance values and the graph of this function is related to the density 

distribution is done to sort the points. The graph obtained is called as sorted K-distance graph. Initially 

K is assigned with Eps value, dist(p) and the MinPts to k and  the core points are those points which 

are equal or smaller than k. Ester et al., (1996) assigned K-distance graph for K value greater than 4 

and it required more computations. The assignment of t to MinPts has given varied results and has be 

proved in several papers [6,22]. There for most researchers use the MinPts value as 4 during 

experimentations. The proposed DBSCAN algorithm is given in figure 6.The execution time needed 

for DBSCAN is calculated using O(nlog n) in which n is the size of the dataset being used. This 

formula is used in combined K-dist graph and DBSCAN procedure to calculate the execution time. 

The MinPts and Eps values are calculated automatically using this K- dist tree and so the execution 

time increases to O(n2 logn). O(log n) is the reduced value of the complexity of DBSCAN and the 

complexity for KDTDBCAN is given by O(knlog n). 

5. EXPERIMENTAL RESULTS AND DISCUSSION 

A Student database has been set up with 33 attributes and 2956 instances for evaluation of theproposed 

method. The student_mat.csv considered for evaluation has the following attributes like school, sex, 

age, address, traveltime, studytime, failures, schoolsup, famsup, famsize, famrel, freetime, goout, 

Pstatus, Medu, Fedu, Mjob, Fjob, reason, guardian, paid, activities, nursery, higher, internet, romantic, 

Dalc, G1, G2, G3, Walc, health and absences. 

Parameter Setting 

i. Data:datamatrixordist-object 

Method=“dist”default=Euclideandistances 

ii. eps=0.5 

iii. MinPts=5 

iv. scale=TRUE 

Evaluation Measures 

The performance of the research work is evaluated by using student dataset. The execution time is 

affected by dataset size and attributes size. To conclude with, some of the metrics used to evaluate the 

performance are Estimated number of clusters, Estimated number of noise points, Homogeneity, 

Completeness, V-measure, Adjusted Rand Index, Adjusted Mutual Information, Silhouette Coefficient, 

Speed of clustering and Memory usage. To get a better result, experiment has been performed 30 times 

and overall performance estimation was calculated by averaging the performance of the 30 individual 

runs. Using a single sample the Silhouette Coefficient is determined as: 

𝑏 − 𝑎 

𝑆 = 𝑚𝑎𝑥 (𝑎, 𝑏) 

where, ‘a’ is the mean distance between a sample and all other points in the same cluster and ‘b’ is the 

distance between a sample and all other points in the next nearest cluster. 

The measures mentioned in the table are used to evaluate the proposed KDTDBSCAN algorithm and 

compared with DBSCAN algorithm. From the work it clearly depicts that he traditional DBSCAN 

algorithm when used with KDT gives efficient results in terms of all the metrics. 
 

S.No. Parameters DBSCAN KDTDBSCAN 

1 Estimated number ofclusters 3 3 

2 
Estimated number ofnoise 

points 
18 21 

3 Homogeneity 0.923 0.953 

4 Completeness 0.743 0.883 

5 V-measure 0.821 0.917 

6 AdjustedRandIndex 0.841 0.952 

7 Adjusted MutualInformation 0.901 0.916 

8 SilhouetteCoefficient 0.626 0.7809 

9 Total running(execution)time 
0 mins. 

0.431secs. 

0 mins. 

0.442311secs. 
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10 Estimated memoryusage 9MB 7.5MB 

Table 1: Result obtained for DBSCAN and KDTDBSCAN Algorithms 

When the  distance function and eps values are related , the results shows major impact which can be 

noted from the results obtained. The distance function and MinPts are  appropriately chosen at 

random. So there is a great variation in the result. 

 

Figure 7: Sum of square value for different ‘k’ values 

The execution time and the silhouette coefficient is estimated and compared with the traditional 

DBSCAN algorithm. The graph shown the optimal number of clusters that can be obtained when the 

k-distance value is changed automatically is given in figure7. 

 

Figure 8: Gap statistics for different ‘k’ values 

The gap statistic obtained for different values of k is shown in figure 8. The graph showing the 

execution time and silhouette measure is given in figure 9. 
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Figure 9: Performance of DBSCAN and KDTDBSCAN Algorithms 

 

6. CONCLUSION AND FUTURE WORK 

In this paper the performance evaluation of a proposed KD-Tree based DBSCAN clustering algorithm 

is established. Also logically compares the features of K-Distance tree based DBSCAN and traditional 

DBSCAN clustering algorithms. It also compares the performance of these two algorithms when they 

are applied on educational databases. The result obtained shows that automatic selection of epsilon 

and MinPts using KD-Tree based method has introduced drastic change in the performance of 

DBSCAN algorithm in terms of time silohettute coefficient and other metrics. 

In future plan to modify HDBSCAN algorithm which can execute faster than OPTICS and can flat 

partition the database and the most prominent clusters can be extracted from the hierarchy. 
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